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T h e  F u t u r e  o f  A I

I
t has been a tradition for IEEE Intel-
ligent Systems to acknowledge 10 ac-
complished AI researchers in their early 

careers every two years as “AI’s 10 to 
Watch.” These researchers have all com-
pleted their doctoral work in the past 
couple of years. A wide range of senior 
AI researchers across the world, includ-
ing primarily academics but also industry 
researchers, were contacted to nominate 
young star researchers in all disciplines 
of AI. A committee comprising members 

of our advisory and editorial boards re-
viewed these nominations and unani-
mously agreed on the top 10, whom we 
present to you in this special section. We 
would like to congratulate these young re-
searchers for winning this special recog-
nition. For the IEEE Intelligent Systems
readers like you, we are proud to present 
this glimpse of the future of AI and the 
practicing AI researchers who promise to 
be the leaders of the fi eld.

 —Fei-Yue Wang

AI’s10 to Watch
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Yiling Chen is an assistant professor of computer science at Harvard 
University’s School of Engineering and Applied Sciences. Prior to her ap-
pointment at Harvard, she was a postdoctoral research scientist at Yahoo 
Research, New York. Chen has an MS from the School of Economics and 
Management at Tsinghua University, Beijing, and a PhD in information 
sciences and technology from the Pennsylvania State University. Her PhD 
dissertation, “Markets as an Information Aggregation Mechanism for 
Decision Support,” received the eBRC Doctoral Support Award and the 
Elwood S. Buffa Doctoral Dissertation Honorable Mention in Decision 
Science. She won the Outstanding Paper Award at the 2008 ACM Con-
ference on Electronic Commerce and is a recipient of a National Science 
Foundation Career Award in 2010. Chen is currently the editor in chief 
of ACM SIGecom Exchanges, the newsletter of the ACM’s special inter-
est group on e-commerce. Contact her at yiling@eecs.harvard.edu.

A I ’ s  1 0  t o  W a t c h

My research, situated at the inter-
face between computer science and 
economics, focuses on analyzing and 
designing social computing systems 
according to both computational and 
economic objectives. My recent work 
has centered on market-based infor-
mation elicitation and aggregation 
mechanisms. Eliciting and aggregat-
ing dispersed information is a ubiqui-
tous need for informed decision mak-
ing. Prediction markets have shown 
great potential for effective informa-
tion aggregation. A prediction mar-
ket offers a contract with future pay-
off that is tied to an event’s outcome. 
Participants express their opinions 
on the event outcome through trad-
ing the contract. The market price 
hence potentially incorporates the 
information of all participants and 
approximately represents a real-time 
consensus forecast for the event.

This area is naturally amenable 
to real-world empirical analysis, but 
my work in this area has focused on  

providing strong theoretical and com-
putational foundations for such mar-
kets. First, if participants misrepresent 
their information in the market, the 
whole endeavor of information aggre-
gation might be called into question. 
With my collaborators, I have exam-
ined game-theoretic equilibria of pre-
diction market play and characterized 
when participants would play truth-
fully, bluff, or withhold information. 
The results answered an important 
question that had been open for sev-
eral years and provided a solid ground 
to consider incentive alignment in de-
signing prediction markets. Second, to 
obtain and aggregate richer and more 
refined information, it is highly de-
sirable to provide participants more 
freedom to express their information. 
However, the greater expressiveness 
often comes with an increased com-
putational cost. My research investi-
gated the computational complexity 
of operating combinatorial prediction 
markets for various expressive betting  

languages and proposed the first trac-
table market-maker driven combina-
torial market. Third, my collaborators 
and I established a precise connec-
tion between a general class of mar-
ket maker mechanisms and a class 
of learning algorithms. The results 
showed that any market maker mech-
anism of the class could be turned into 
a learning algorithm, and vice versa. 
This is the first-known formal con-
nection between markets and learn-
ing algorithms. It opens the door for 
researchers to take advantage of the 
already vast literature on machine 
learning to design markets with bet-
ter properties and would likely benefit 
machine learning research by intro-
ducing the consideration of incentives.

My research also spans other social 
computing areas. By mining the search 
query data, my collaborators and I dem-
onstrated that influenza-related searches 
would rise weeks before an increase in 
influenza activities. This work showed 
the possibility of using search term sur-
veillance for early disease outbreak de-
tection. I have also been actively do-
ing research on designing incentives to 
elicit desirable behaviors from agents or 
players in various processes. Such work 
might lead to improved incentives for 
many online systems that rely on volun-
tary participation to thrive.

Yiling Chen
Harvard University

Prediction Markets in AI
A s computational and social systems are increasingly be-

ing developed and used by multiple entities with dif-

fering objectives and interests, aligning incentives of partici-

pants with an overall system’s goals is crucial for success.
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systems become more intercon-
nected, multiple parties must inter-
act in the same environment and 
compete for scarce resources, which 
necessarily introduces economic phe-
nomena. Here, economic theory can 
contribute to computer science—
although the specifi c environments 
faced by computer scientists often 
require new contributions. On the 
other hand, in the past, deployed eco-
nomic mechanisms (such as auctions 
and exchanges) have been designed to 
require limited computing and com-
munication resources, even though 
economic theory allows for much 
more powerful mechanisms in princi-
ple. Computer science can contribute 
to economics by allowing us to fully 
operationalize economic theory, re-
sulting in more effi cient and entirely 
novel mechanisms, which requires 
the design of new algorithms and 
other contributions. I am devoted to 
exploring both of these directions.

My work includes the design 
of new marketplaces and other 

mechanisms that let humans and 
software agents express their prefer-
ences naturally and accurately and 
that generate good outcomes based 
on these preferences. It also in-
cludes the design of software agents 
that can act strategically in settings 
where multiple parties all pursue 
their own interests. This requires the 
use of concepts from game theory, as 
well as operationalizing these con-
cepts by fi nding effi cient algorithms 
for computing the corresponding 
solutions.

Game theory concerns how to 
act optimally in environments with 
other agents who have their own 
preferences. Some of my best-known 
work focuses on designing algo-
rithms for computing (or learning) 
game-theoretically optimal strate-
gies. Such algorithms are now used 
in several real-world security appli-
cations, including the strategic place-
ment of security resources in several 
US airports as well as with Federal 
Air Marshals. Our earlier work on 

computing Stackelberg strategies has 
been credited as a launching point 
for these programs, and we continue 
to work on new algorithms for simi-
lar applications.

Mechanism design concerns set-
tings where we can design the 
game—for example, designing an 
auction mechanism to allocate scarce 
resources or an election mechanism 
for choosing a joint plan of action. 
Among other work, we outlined and 
developed the general agenda of au-
tomated mechanism design, where 
we let a computer search through 
the space of possible mechanisms in 
an intelligent way. Using these tech-
niques, we have obtained new results 
in economic theory, some of which 
were recently published in the lead-
ing game theory journal. More gen-
erally, my group performs research 
in computational social choice, a 
rapidly growing subarea in the AI 
community.

I am generally interested in ad-
dressing settings in computer sci-
ence where multiple parties each act 
in their own self-interest. In particu-
lar, we have been working on the de-
sign of mechanisms that are robust 
in highly anonymous environments 
such as the Internet, where it is easy 
for an agent to participate under 
multiple identities.

AI and Economic Theory
My research focuses on issues in the intersection of com-

puter science (especially AI) and economics (especially 

microeconomic theory). Each of these two disciplines can con-

tribute signifi cantly to the other. On the one hand, as computer 

Vincent Conitzer is an assistant professor of computer science and eco-
nomics at Duke University. He has an AB in applied mathematics from 
Harvard University and an MS and PhD in computer science from Carn-
egie Mellon University. Conitzer has received a National Science Foun-
dation Career Award in 2010, an Outstanding Paper Award for AAAI 
2008, and an Alfred P. Sloan Research Fellowship. His dissertation, 
“Computational Aspects of Preference Aggregation,” received the 2006 
IFAAMAS Victor Lesser Distinguished Dissertation Award and a hon-
orable mention for the 2007 ACM Doctoral Dissertation Award. Con-
tact him at conitzer@cs.duke.edu.

 Vincent Conitzer
 Duke University

A I ’ s  1 0  t o  W a t c h
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Mathieu d’Aquin is a research fellow in the Knowledge Media Institute 
at the Open University, UK. He is also the director of the Lucero JISC 
Funded project (http://lucero-project.info), exposing and using linked 
data at the Open University (http://data.open.ac.uk). He is currently “tu-
toring” a group of 25 distance learners, using online communication 
and face-to-face tutorials, and teaching AI in the broad sense, including 
symbolic methods, nature-inspired techniques (such as ant colony opti-
mization), neural networks, and evolutionary computing. D’Aquin has a 
BSc and MSc in computing and a PhD from LORIA, Nancy University, 
France. He received the Best Paper Award at the Third Asian Semantic 
Web Conference (ASWC 2008). Contact him at m.daquin@open.ac.uk.

Mathieu d’Aquin
The Open University

paradigms for semantic technologies 
investigating the use of semantic tech-
nologies in novel domains, and com-
bining different reasoning methods 
(both semantic and non) in innovative 
ways. During my PhD research at the 
LORIA Laboratory in Nancy, France, 
I worked with experts in cancer treat-
ment to create new approaches to 
support the decision-making process 
in this knowledge intensive area. This 
required the use, extension, and com-
bination of a variety of techniques, 
including description logic reason-
ing, case-based reasoning, and multi-
viewpoint representations.

Since then, I have been working 
at the Open University’s Knowledge 
Media Institute, at the forefront 
of research related to the Semantic 
Web. Here I have been leading ac-
tivities around new infrastructures, 
methods, and approaches making it 
possible for intelligent applications 
to effi ciently exploit the knowledge 
that is now available online and is 

distributed and modeled according 
to heterogeneous ontologies. This 
research has led in particular to 
the development of the Watson Se-
mantic Web search engine (http://
watson.kmi.open.ac.uk), which pro-
vides a platform enabling applica-
tions to dynamically exploit online 
ontologies.

Among the various environments, 
domains, and applications in which 
I have explored this approach to ex-
ploiting the Semantic Web, I am now 
conducting research on monitoring 
and making sense of the activity of 
a Web user, using semantic technol-
ogy and Semantic Web knowledge 
to interpret and make sense of on-
line, personal information exchange. 
This approach can help support the 
understanding and management of 
personal information exchanges, or 
semantic weblifelogging.

Also at the Open University, I am 
director of the Lucero project, which 
involves making university-wide 

resources available to everyone in 
an open, linked data approach. We 
are building the technical and orga-
nizational infrastructure for institu-
tional repositories and research proj-
ects to expose their data on the Web 
as linked data (http://data.open.
ac.uk) and pioneering novel methods 
to deriving knowledge from the ag-
gregation of interlinked, distributed 
and heterogeneous data sources.

Another key aspect of my research 
is its focus on large-scale empirical 
studies of the distributed and het-
erogeneous knowledge available on-
line, which is very different in na-
ture from classic work in knowledge 
representation that typically lacks 
an empirical element. This type of 
research has only now become pos-
sible because of the wide availabil-
ity of large amounts of formalized 
knowledge, distributed through the 
Semantic Web, and of the realiza-
tion of platforms such as Watson to 
exploit such online knowledge. For 
example, it has allowed me to inves-
tigate the notions of agreement, dis-
agreement, and consensus and con-
troversies in online knowledge. I am 
now focusing on extracting interest-
ing patterns in the way Web knowl-
edge bases are modularized or the 
way they evolve.

Semantic Technology 
Applications
T he key theme underlying my research activities concerns 

investigating and extending the possibilities of concrete 

applications of semantic technologies. In particular, this theme 

is pursued by exploring new architectures and epistemological 
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Kristen Grauman is the Clare Boothe Luce Assistant Professor in the 
Department of Computer Science at the University of Texas at Austin. 
Her research focuses on visual search and object recognition. Before 
joining UT-Austin in 2007, she received her PhD in computer science 
from the Massachusetts Institute of Technology, and a BA in computer 
science from Boston College. Grauman’s work on large-scale visual 
search for learned metrics with Prateek Jain and Brian Kulis received 
the Best Student Paper Award at the IEEE Conference on Computer Vi-
sion and Pattern Recognition (CVPR) in 2008, and the pyramid match 
kernel approach developed in her PhD thesis is often used within ob-
ject recognition and image search systems. She is a Microsoft Re-
search New Faculty Fellow, and a recipient of an NSF Career award 
and the Howes Scholar Award in Computational Science. Contact her at 
grauman@cs.utexas.edu.
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ability to collect large amounts of 
interesting visual data has outpaced 
our ability to analyze it. Today we 
rely heavily on direct human inter-
pretation and are accustomed to 
primitive search mechanisms based 
on tags or keywords. My research 
aims to remove this disparity and 
transform how we access visual 
information.

To this end, my group is develop-
ing scalable methods to recognize 
objects, actions, and scenes, and to 
automatically search large collec-
tions of images and videos based on 
their content. Our current work fo-
cuses on two key questions:

• How can we design algorithms 
that ensure the most effective 
transfer of human insight into 
computer vision systems?

• How can we provide large-scale 
search for meaningful similarity 

metrics, which are often coupled 
with complex visual representations?

The fi rst component entails coor-
dinating the cooperation between 
machine and human vision systems. 
Success in recognition problems de-
pends largely on how learning al-
gorithms solicit and exploit human 
knowledge about visual content. Ex-
isting approaches rely on carefully 
prepared hand-labeled data, and 
once trained, the models are fi xed. 
In contrast, we are developing vi-
sual learners that build their models 
actively and can discover patterns 
with minimal and imperfect instruc-
tion. Our cost-sensitive active visual 
learning strategies and unsupervised 
discovery methods will enable evolv-
ing systems that continuously refi ne 
their models of objects and activi-
ties, drawing on human assistance 
only where it is most needed.

In the second major component 
of our research, we are developing 
fast and accurate metrics to search 
images or videos. How one mea-
sures “nearness” in the space of 
visual descriptors is crucial to the 
success of many tasks, whether re-
trieving similar exemplars, min-
ing for noisy instantiations of a 
theme, or constructing classifi ers 
between object categories. How-
ever, the computational complex-
ity of good visual similarity mea-
sures often precludes their use in 
large-scale problems. Thus, we are 
exploring effi cient data structures 
and embeddings to accommodate 
preferred metrics. Among our con-
tributions thus far are linear-time 
correspondence measures and sub-
linear time search strategies for 
families of learned metrics and ar-
bitrary kernel functions. In prac-
tice, this means that by examining 
only a small fraction of millions 
of images, our algorithms can pro-
vide nearly the same response as if 
they were to scan every one. Such 
fast visual search capabilities lay 
the groundwork for emerging data-
driven approaches to computer vi-
sion problems.

 Kristen Grauman
 University of Texas at Austin

Visual Search and Analysis
Images and videos are easy to capture and store: handheld dig-

ital video cameras record memories, magnetic resonance im-

aging scanners display fi ne structures within the body, and cam-

eras on satellites view the Earth’s glaciers. Strikingly, however, our 
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Tom Heath is lead researcher at Talis. He has a BSc in psychology from 
the University of Liverpool and a PhD in computer science from the 
Knowledge Media Institute at the Open University. Heath’s dissertation, 
“Information-Seeking on the Web with Trusted Social Networks: From 
Theory to Systems,” received the PhD of the Year Award from Semantic 
Technologies Institute International in 2009, and he was the winner of 
the Semantic Web Challenge at the International Semantic Web Confer-
ence in 2007. Contact him at tom.heath@talis.com.
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established an internship program 
and the funding of PhD student-
ships at leading universities. I have 
also worked to defi ne the direc-
tion of the company’s research pro-
gram, which spans the breadth of 
key issues related to realization 
of the Semantic Web vision, from 
methods to increase the density 
and diversity of links between data 
sets in the Semantic Web, to tech-
niques for enhancing the utility of 
data through mining and collective 
intelligence, to questions of how 
the transition from a Web of docu-
ments to a Web of data may change 
the nature of human interaction 
with the Web.

These topics are key to the future 
of AI. They not only acknowledge the 
signifi cance of the Web as a source of 
background knowledge but are ex-
plicitly predicated on its existence as 
a medium for connecting and shar-
ing data, upon which novel, intelligent 
applications can be built. Understand-
ing this potential, and how it can be 
translated into applications and ser-
vices that benefi t Talis customers and 
the world at large, are fundamental 
components of the research culture 
we are building in the company.

Prior to joining Talis, my doctoral 
research took an interdisciplinary ap-
proach to investigating key problems 
in computing, such as how to realize 

a more personally relevant search ex-
perience on the Web. Specifi cally, it 
focused on using the Semantic Web 
to support recommendation-seeking 
in social networks. The aim was to 
understand how people choose word 
of mouth information sources from 
among members of their social net-
works. I also looked at the factors 
that affect these source-selection de-
cisions, modeled these processes as 
computational algorithms so they 
can be replicated in an online envi-
ronment, and built Semantic Web-
based systems that support people 
in information seeking through their 
trusted social networks. This was 
achieved by exploring how trust re-
lationships infl uence the choice of 
information sources when seeking 
recommendations from social net-
works, before developing a computa-
tional framework to evaluate the po-
tential for these factors to enhance 
or even redefi ne Web-based informa-
tion seeking.

Tom Heath
Talis

Linked Data Research
As lead researcher at Talis, a Birmingham, UK, software 

company that focuses on developing and commercially ex-

ploiting Linked Data and Semantic Web technologies, I have been 

responsible for building the company’s research capacity. I have 
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is used, we can improve Web tech-
nology so it better serves humanity. 
Thus, the Web has become argu-
ably the most important and larg-
est information resource of all time. 
Through the emergence of online 
social networks, social media appli-
cations, and social gaming applica-
tions, the daily activities of millions 
of people are migrating to the Web 
and leaving massive digital traces. 
With such data, we can create net-
works of interactions that can be 
studied and analyzed. This provides 
enormous potential, letting us study 
whole societies, human activity, and 
thought.

To address these challenges and 
harness the opportunities the Web 
puts forward, my research consists 
of analyzing models of network 
structure and evolution; develop-
ing models and algorithms to cap-
ture, model, and predict the pulse 

of communities and society; and 
working with massive data sets of 
terabyte scale as certain behaviors 
and patterns are observable only 
when the amount of data is large 
enough.

My principal research interest is in 
large-scale data mining and machine 
learning, focusing on the analysis 
and modeling of large real-world 
networks as the study of phenom-
ena across the social, technologi-
cal, and natural worlds. Such graphs 
frame numerous research problems 
and high-impact applications. For 
example, social networks on the In-
ternet generate revenue of multiple 
billions of dollars, detection of vi-
rus outbreaks can save lives, and  
anomaly detection in computer- 
traffic networks is vital for security. 
My long-term research goal is to har-
ness large-scale social and informa-
tion networks to understand, predict, 

and ultimately, enhance social and 
technological systems. I would like 
to create explanatory and predictive 
models of actions of large groups of 
people and societies, and large tech-
nological systems.

Through my work, I have ad-
dressed a number of important  
questions regarding the properties 
and patterns of large evolving net-
works by revealing how local behav-
ior and structure lead to large-scale 
phenomenon and use full applica-
tions. What does a “normal” net-
work look like? How will new links 
be created over time? Is the net-
work or a community “healthy”? 
How does information spread? How  
does information mutate as it spreads?  
Which other nodes in the network 
does a given node trust or distrust? 
Who are friends and foes of a node? 
How can we identify and find influ-
ential nodes or select nodes to immu-
nize in networks? Answers to such 
questions are vital to a range of appli-
cation areas from the identification 
of illegal money-laundering rings, 
misconfigured routers in the Inter-
net, viral marketing, and protein- 
protein interactions to disease out-
break detection.

Large-Scale Web 
Data Analysis

Jure Leskovec is an assistant professor in the Department of Computer 
Science at Stanford University. He has a BSc in computer science from 
the University of Ljubljana, Slovenia, and a PhD in computational and 
statistical learning from Carnegie Mellon University. Leskovec received 
the ACM SIGKDD Dissertation Award in 2009, the Best Research Pa-
per Award at ASCE Journal of Water Resources Planning and Man-
agement Engineering in 2009, and the Best Student Paper Award at the 
ACM 13th International ACM SIGKDD Conference on Knowledge Dis-
covery and Data Mining in 2007. Contact him at jure@cs.stanford.edu.

� Jure Leskovec
� Stanford University

A I ’ s  1 0  t o  W a t c h

The Web is a vast information resource that captures the 

pulse of humanity: what we are thinking, what we are do-

ing, and what we know. By studying the Web, we can study hu-

man activity and thought. At the same time, by studying how it 
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Daniel B. Neill is an assistant professor of information systems at Carn-
egie Mellon University’s Heinz College, where he directs the Event and 
Pattern Detection Laboratory and the PhD program in Machine Learn-
ing and Public Policy. He also holds courtesy appointments in Carne-
gie Mellon’s Machine Learning Department and Robotics Institute and 
is an adjunct professor in the University of Pittsburgh’s Department of 
Biomedical Informatics. Neill has an MPhil from Cambridge University 
and an MS and PhD in computer science from Carnegie Mellon. He is 
the recipient of a National Science Foundation Career Award and an 
NSF Graduate Research Fellowship, and he received the Best Research 
Presentation Award at the 2005 National Syndromic Surveillance Con-
ference. Contact him at neill@cs.cmu.edu.

Daniel B. Neill
Carnegie Mellon University

information technologies that can be 
applied for the public good. One ma-
jor focus of my research is event de-
tection, with the goal of developing 
new statistical and computational 
methods for early and accurate de-
tection of emerging events and other 
patterns in massive, complex real-
world data sets. My research group 
is currently applying these methods 
to three main areas: public health (to 
achieve early detection of emerging 
outbreaks of disease), law enforce-
ment (to predict and prevent crime 
hot spots), and health care (to detect 
anomalous patterns of patient care 
and discover new best practices). 
Other applications include monitor-
ing of water quality and food safety, 
network intrusion detection, fraud 
detection, and scientifi c discovery.

All these applications require inte-
gration of noisy, heterogeneous data 
from many sources. For example, in 
the early stages of a disease outbreak, 
we can observe the many subtle ways 

that the illness changes the behavior 
of affected individuals, even before 
they are sick enough to visit a doctor 
or hospital. These minor behavior 
changes, such as increased consump-
tion of over-the-counter medications 
and changes in mobility patterns, 
might not be suffi ciently out of the 
ordinary when we look at a single 
individual. However, they are often 
visible when we view the problem on 
a societal scale and when we com-
bine traditional public health data 
sources (such as hospital visits and 
medication sales) with population-
wide data from emerging technolo-
gies such as location-enabled mobile 
devices, online social networks, and 
user-generated Web content.

We have developed novel machine 
learning methods that can achieve 
much more timely detection of 
emerging events, accurately charac-
terize the type of event and pinpoint 
the affected subset of the popula-
tion, and signifi cantly reduce false 

positives. These methods address the 
fundamental statistical challenges of 
detecting anomalous patterns from 
multiple data streams and learning 
which anomalies are actually rel-
evant to human users. In addition, 
we address the fundamental compu-
tational challenges of scaling up to 
huge and high-dimensional data. We 
have developed new, fast optimiza-
tion algorithms that can solve previ-
ously impossible detection problems 
in a matter of seconds, exactly and 
effi ciently identifying the most rele-
vant subsets of a large, complex data 
set. Finally, we are working directly 
with public health practitioners and 
law enforcement agencies to develop 
and deploy systems for event detec-
tion and prediction. Our detection 
methods have been incorporated 
into deployed disease surveillance 
systems in the US, Canada, India, 
and Sri Lanka, and our Crime-
Scan software is in day-to-day op-
erational use by the Chicago Police 
Department to predict and prevent 
emerging hot-spots of violent crime. 
These collaborations will facilitate 
rapid and effective responses to dis-
ease outbreaks, crime waves, and 
other emerging events, directly con-
tributing to the public good by im-
proving health, safety, and security.

Event Detection and Prediction
W ith the critical importance of addressing global policy 

problems such as disease, crime, and terrorism and the 

continuously increasing mass of available data, machine learn-

ing has become essential for the development of new, practical 
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designs do not, and some deployed sys-
tems still don’t. Ensuring the correct 
functioning of CPS is a central chal-
lenge in computer science, mathemat-
ics, and engineering because it is the 
key to designing smart and reliable con-
trol. Scientists and engineers need ana-
lytic tools to understand and predict 
the behavior of their systems. Yet, there 
are fundamental mismatches between 
the actual dynamics of CPS applica-
tions and the limits imposed by previ-
ous modeling and analysis techniques.

By closing these fundamental ana-
lytic gaps, my research addresses an in-
tellectual grand challenge that has sub-
stantial scientific, economical, societal, 
and educational impact arising from 
the benefits of improved CPS analysis 
and design. My research focuses on 
the development of the logical foun-
dations and formal verification tech-
niques for complex intelligent CPS, es-
pecially hybrid systems with nontrivial 
interacting discrete and continuous dy-
namics. I am particularly interested in 
designing and analyzing verification 
techniques and verification logics and 

in using these to develop automatic  
verification tools that help produce 
reliable complex systems, such as in 
aeronautical, railway, automotive, ro-
botic, and biomedical applications.

I have developed fully compositional 
logic-based verification techniques for 
hybrid systems models—CPS with inter-
acting discrete and continuous dynam-
ics. These techniques have been success-
fully used to verify collision freedom for 
intelligent control systems in the railway 
and air-traffic control domains. I have 
proven the first completeness result for 
CPS, which shows that all true proper-
ties of hybrid systems can be proven by 
decomposition from elementary prop-
erties of differential equations. Decom-
position is a crucial divide-and-conquer 
technique here because it makes the ver-
ification problem tractable.

This result was instrumental in the 
successes I had with verifying real case 
studies for intelligent systems from the 
European Train Control System and 
from roundabout collision avoidance 
maneuvers in air-traffic control using 
KeYmaera, our hybrid verification tool 

for hybrid systems that combines de-
ductive, real algebraic, and computer 
algebraic prover technologies. With my 
verification techniques, I discovered and 
fixed a bug in an aircraft collision avoid-
ance maneuver that caused collisions in-
stead of preventing them. Other achieve-
ments include contributions to Bayesian 
statistical model checking, the founda-
tions of the hybrid systems image com-
putation problem, and deductive verifi-
cation of object-oriented programs.

In a recent breakthrough, I have fur-
ther developed the first verification ap-
proach for distributed hybrid systems 
such as distributed car control. These sys-
tems have been considered for more than 
two decades, but no previous verification 
technique has ever been capable of actu-
ally verifying their complicated dynamics.

Logic and foundations have played an 
invaluable role in the development of clas-
sical computer science, and its outcome 
had a substantial impact on practical ap-
plications, including hardware design, 
with all its subsequent societal impact. I 
am convinced that an investigation of the 
logical foundations of CPS will undoubt-
edly have a similar impact on complex 
physical system design. They will prob-
ably have an even bigger societal impact, 
given the ubiquitous nature of CPS tech-
nology and our increasing reliance on this 
technology and its safety in modern life.

Verifying Cyberphysical Systems

Many intelligent systems are embedded in cyberphysical 

systems (CPS), including parts of intelligent driver as-

sistance technology for cars and autopilots in aircraft. How do 

we know that their designs will work as intended? Most initial 
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as software programs or robots) that 
can decide for themselves what they 
need to do to satisfy their objectives. 
Typically, these agents need to in-
teract with one another to improve 
their performance and compensate 
for each others’ defi ciencies. In this 
context, one of the most fundamen-
tal types of interactions is coali-
tion formation, which involves cre-
ating goal-directed and short-lived 
coalitions (such as teams); they are 
formed with a purpose in mind and 
dissolve when that purpose no lon-
ger exists, or when they cease to suit 
their design purpose. Potential ap-
plications include multisensor net-
works, grid computing, and distrib-
uted vehicle routing.

Forming effective coalitions is a 
key research challenge in the fi eld of 
multiagent systems. Central to this 

endeavor is the coalition structure 
generation problem, which involves 
determining which of the many 
possible coalitions to form to opti-
mize the performance of the system 
as a whole (an NP-complete prob-
lem with an exponentially growing 
search space).

During the past seven years, I 
have developed a completely new ap-
proach to this problem. Specifi cally, 
my multidisciplinary approach draws 
on research from computer science, 
game theory, operations research, 
and combinatorial optimization. It 
builds on novel representations of the 
search space and combines different 
search techniques (such as linear pro-
gramming, dynamic programming, 
divide and conquer, branch and 
bound, and depth-fi rst search). In so 
doing, I developed a number of novel 

algorithms that were several orders 
of magnitude faster than extant ap-
proaches. These advances provided 
new impetus to the fi eld and have 
sparked signifi cant interest from con-
temporary researchers.

I also have recently focused on an-
other fundamental question: If the 
space of possible solutions is too large 
to be fully searched, then can we 
search through only a subset of this 
space and be guaranteed to fi nd a so-
lution that is within a specifi ed bound 
(that is, a percentage, say 50 percent) 
from the optimal? If so, what is the 
smallest such subset? This is a long-
standing open question in the fi eld 
that I have recently solved. In par-
ticular, I am now able to identify the 
smallest subset that must be searched 
given “any” specifi ed bound.

My ambition is to make coalition 
formation technology applicable to 
whole new classes of applications 
and on a totally different scale than 
hitherto possible. In so doing, I will 
come closer to realizing my long-
term goal of contributing the under-
lying theoretical foundations to the 
area of agile teaming problems.

Talal Rahwan
University of Southampton

Coalition Formation 
in Multiagent Systems
Multiagent systems represent an important and rapidly 

growing design paradigm for understanding and build-

ing distributed systems. This paradigm is based on modeling the 

computational components as agents—autonomous entities (such 
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The latter is what machine learning 
theory studies.

Assume that we want a com-
puter to learn a rule that decides 
whether an email is a spam, given 
an amount of training data con-
sisting of a set of emails and their 
corresponding labels (made by hu-
mans) indicating spam or nonspam. 
Before trying to solve it, we might 
want to ask if this task is learnable 
at all. Learning theory aims to an-
swer this fundamental question by 
characterizing the conditions un-
der which a task is learnable, and 
the best possible performance for 
learnable problems. Classical learn-
ing theory pointed out that the ca-
pacity of the space from which the 
learned rule is chosen is crucial to 
learnability, and there is a subtle 
trade-off between the capacity and 
the number of training data to ob-
tain good performance. This result 
sheds light not only on the nature of 

machine learning, but human learn-
ing as well.

My research focuses on establish-
ing theory on new learning para-
digms that generalize those studied 
in traditional learning theories. Pre-
viously, machine learning systems 
always assumed that data are feature 
representations of objects. Although 
such a representation provides many 
analytical tools and makes it conve-
nient to develop theories and algo-
rithms, extracting features that are 
useful for learning is often diffi cult. 
On the other hand, in some applica-
tions (computer vision, for example) 
defi ning dissimilarity between a pair 
of objects is relatively easy. Thus, an 
alternative approach is to learn from 
data that are pairwise dissimilarities 
of objects, rather than features. In 
this setting, we proposed suffi cient 
conditions under which a problem is 
learnable and fi nd interesting appli-
cations in computer vision.

Another learning paradigm that is 
of great interest to me is active learn-
ing. In contrast to traditional super-
vised learning in which the learner 
(computer) receives training data 
passively from the teacher (human), 
in active learning the learner can ac-
tively select which data to request. 
The hope is that active learning can 
achieve the same performance as 
passive learning with fewer train-
ing data. However it can be shown 
that no active learning algorithm 
is always better than supervised 
learning—there is no free lunch in 
learning. Hence, the most impor-
tant question for active learning 
is whether there is any reasonable 
condition under which active learn-
ing is superior. I proved that bound-
ary smoothness guarantees that ac-
tive learning reduces the amount of 
training data. It is a polynomial re-
duction for fi nite smoothness and 
an exponential reduction for infi nite 
smoothness.

I believe there are many suffi cient 
conditions under which problems 
are learnable, and each condition 
leads to a powerful learning algo-
rithm. The challenge for me is to dis-
cover these conditions and then dis-
cover the learning algorithms.

 Liwei Wang
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Machine Learning Theory 
Making computers learn as well as people learn is one of 

the major goals of AI. To achieve this goal, two prob-

lems need to be solved: developing practical learning algo-

rithms, and understanding the power and limitations of learning. 
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